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THE PROBLEM THE MODEL

Uses phase-folded
lightcurves and centroid
curves, plus stellar &
transit information.
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RESULTS OUTPUT

Average many trained models
2 Y (0,1) x NcLASSES

Confusion matrix for the 3-class model:

Achieves accuracy on planet candidates as high as
91.8% and average precision (A.P.) of 95.6%.

Inspection of 300 predicted planets with “unknown”
label reveals >200 are caused by planets (eg
monotransits). Including these boosts planet
accuracy to 95.1%.

APPLYING TO REAL TESS DATA

Directly applied the trained model to all TCEs from TESS (sectors 1to 11).

Runs in 5 minutes per sector - far faster than any manual vetting.
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Recall on TOlI list: -
Less successful than Ansdell (2019; A.P. =98.5% in | " 34% of TOIls missed.
Kepler). Partly due to lower SNR, less centroid . _ ~ Includes some
quality, & min period in TESS set at 2. 61% of TOIs predicted EB-like (e.g. grazing)
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Planets 90.4
EBs 95.1
Unknown 94.8
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